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Most antibiotic use in humans is to reduce the magnitude and term of mor-
bidity of acute, community-acquired infections in immune competent
patients, rather than to save lives. Thanks to phagocytic leucocytes and other
host defenses, the vast majority of these infections are self-limiting. Never-
theless, there has been a negligible amount of consideration of the contribu-
tion of phagocytosis and other host defenses in the research for, and the
design of, antibiotic treatment regimens, which hyper-emphasizes antibiotics
as if they were the sole mechanism responsible for the clearance of infections.
Here, we critically review this approach and its limitations. With the aid of a
heuristic mathematical model, we postulate that if the rate of phagocytosis is
great enough, for acute, normally self-limiting infections, then (i) antibiotics
with different pharmacodynamic properties would be similarly effective, (ii)
low doses of antibiotics can be as effective as high doses, and (iii) neither
phenotypic nor inherited antibiotic resistance generated during therapy are
likely to lead to treatment failure.

Antibiotics as Life-Style Rather than Life-Saving Drugs
The current concern about the future of antibiotic therapy due to the rampant evolution of
antibiotic resistance in pathogenic bacteria and the dearth of drugs with novel targets [476_TD$DIFF][1–3] is
well justified for life-threatening bacterial infections, particularly for those in immune-compro-
mised patients in hospitals. We should not forget, however, that, in the developed world, some
90% of human use of antibiotics is in the community, not in hospitals (http://ecdc.europa.eu/),
and is employed to treat common, normally self-limiting, acute bacterial infections in otherwise
healthy, immune-competent, patients [4–6].

In the community, as well as in hospitals, we are continually confronted with bacteria capable of
colonizing and replicating in or on human hosts, but, thanks to a variety of innate defenses [7],
symptomatic infections with these bacteria that would prompt patients to seek medical
attention are rare in immune-competent hosts. Particularly prominent among these innate
defenses are the evolutionarily ancient ones: phagocytic cells that recognize invading microbes
and engulf and destroy them [8–10]. In addition to this predatory response, the phagocytic
leucocytes play a significant role in modulating the other host responses to infecting microbes
and the homeostasis of the immune system [11].

Even when symptoms are apparent, in the vast majority of cases the innate immune defenses –
responsible for maintaining the subclinical detente [7] between potentially invasive bacteria and
humans – clear the infection. This applies to many common infections, including acute otitis
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media, acute rhinosinusitis, tonsillitis, periodontitis, mild skin and soft-tissue infections, con-
junctivitis, acute exacerbations of chronic bronchitis, lower uncomplicated urinary tract infec-
tions, asymptomatic bacteriuria, vaginitis, vaginosis, urethritis, and proctitis. In many of these
infections – acute otitis media providing a particularly pertinent example – there is a seemingly
permanent controversy about the need for antibiotic therapy, clearly based on the many
observations of high rates of spontaneous cure of the infection [12–19]. Be that as it may,
antibiotics can certainly accelerate the rate of clearance of these normally self-limiting bacterial
infections and thereby reduce themagnitude and term of morbidity and thus the amount of time
out of work/school/daycare, thereby increasing productivity at home, at work, and in education
[20–23], and, in general, improving personal comfort. In this sense, for common acute
infections in immune-competent hosts, antibiotics can better be described as life-style pre-
serving rather than life-saving drugs (Box 1).

The Under-Appreciated Collaboration
Despite the recognition of the central role of phagocytic leucocytes and the innate immune
system in clearing bacterial infections, the development and design of treatment regimens for
bacterial infections has been almost entirely antibiotic-centric. With few exceptions – largely,
but not exclusively, in the theoretical literature, for example [24–28] – little consideration is given
to the role of the host’s phagocytic response [477_TD$DIFF]in the clearance dynamics of infecting bacteria
under antibiotic exposure. As noted by George Drusano [29], in the existing literature ‘there is
virtually no information about how phagocytic granulocytes interact with antimicrobial chemo-
therapy to kill bacterial cells’.

For the most part, the recommendations made by proponents of the ‘rational’ (as opposed to
purely empirical) approach to antibiotic therapy [30,31] regarding doses and dosing regimens
are founded on: (i) pharmacokinetics (PK), almost exclusively estimates of the changes in the
concentrations of antibiotics in the serum of experimental animals and/or human volunteers
(albeit rarely in infected patients), (ii) in vitro studies of the pharmacodynamics (PD) of the
antibiotics and the target bacteria, almost exclusively based on estimates of a single parameter,
the minimum inhibitory concentration (MIC) of the drug, and informal consideration of the
relative contributions of time and dose to the change in the viable cell density of bacteria
exposed to these drugs [32–38], and (iii) experiments with laboratory animals, commonly
neutropenic laboratory mice treated shortly after infection (e.g., [31,39,40]). Eventually the
schedules for antibiotic use derived from these studies are refined in clinical trials, or in phase IV
studies, but the PK/PD data, and particularly the main composite parameters – namely, (i) the
time during which the antibiotic concentration in serum exceeds the MIC for the offending
organism and drug, and/or (ii) the ratio of the area under the time–concentration curve (AUC) to
the MIC – remain themain predictors of success with different types and dosages of drugs [41].

This ‘rational’ approach to the design of treatment protocols has the virtue of addressing the
worst-case situations, infections in immune-compromised patients where antibiotics are
indeed life-saving drugs. This approach has been considered successful [32,42,43], and it

Box 1. Antibiotics as Life-Style Drugs
By the phrase ‘life-style-preserving’ to describe the use of antibiotics to treat normally self-limiting bacterial infections,
we are not suggesting that we believe their use in this way is medically or socially trivial. We certainly do not. We do,
however, believe that the clinical value of life-style-preserving applications of antibiotics should be far better evaluated
than they are currently. For example, there is evidence that symptomatic treatment of uncomplicated urinary-tract
infections with Ibuprofen can be as effective as treatment with ciprofloxacin [112]. And, symptomatic treatment of self-
limiting infections with anti-inflammatory compounds rather than antibiotics will be an effective strategy to limit the
spread of antibiotic resistance [113]. On the other side, there is evidence that countries with low rates of antibiotic use for
treating common infections, such as acute otitis media, have higher rates of acute mastoiditis compared to countries
with higher rates of antibiotic use [114], but also see [115] for an alternative perspective of this observation.
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seems reasonable to assume that ‘what works for the worse cases should also work for the
milder ones’. Not clear, however, is whether these worst-case protocols are optimal for the
treatment of acute, normally self-limiting infections in immune-competent hosts. By considering
the contribution of the host’s antibacterial system in the design of antibiotic treatment proto-
cols, could these infections be successfully treated with lower doses of antibiotics used for
shorter terms than currently recommended? It is very likely that lower doses and shorter terms
of treatment, possibly with older and less-expensive drugs, would reduce the likelihood of
adverse sequelae of treatment, like those due to the disturbance of the microbiome [44], and
decrease the intensity of selection for the ascent and dissemination of resistance in the
commensal flora as well as the target bacteria [45].

A Heuristic Model
To explore and illustrate the contribution of the host’s antibacterial defenses to the course of
antibiotic treatment and generate hypotheses about this process, we use a simple mathemati-
cal model. A diagram and description of this model is presented in Figure 1 and its legend. This
model combines the PD and PK of antibiotic treatment developed in [478_TD$DIFF]previous studies [46–48]
with the dynamics of phagocytosis considered in [24]. The equations for this model, the
definitions of the variables, and the parameters and values used for numerical solutions are

Figure 1. A Model for the Combined Action of Antibiotics and Phagocyte Leukocytes in Controlling the
Proliferation of Bacteria at the Site of an Infection. Fresh phagocytes, P per ml, enter the site of the infection at a rate
that is directly proportional to their maximum density within the reservoir, PMAX, and the existing density at the site of the
infection, h(PMAX ! P). Viable bacteria are of two states, free and engulfed by phagocytes. The total density of free bacteria,
NT, includes antibiotic-susceptible, N, phenotypically resistant cells, persisters, NE, and genetically resistant cells, NR. The
total density of bacteria of these three types within the phagocytes is NTP. A limiting resource, r, mg/ml [455_TD$DIFF], enters the site of
infection from a reservoir where it is maintained at a concentration [456_TD$DIFF]C mg/ml fresh phagocytes, PMAX cells/ml. Antibiotics at a
dose of AMAX mg/ml are introduced at defined intervals, D hours, and decay at a rate of d

[457_TD$DIFF]A/h. Free and bacteria-populated
phagocytes, P and PN, engulf free bacteria at a rate proportional to the product of their densities, that of the free bacteria
and a rate constant, d, which is the same for free bacteria of all states and both P and NP phagocytes. Both P and PN

phagocytes die at a rate g/cell/h. We assume that when they die, or are removed from the site of the infection, the bacteria
within the NPT phagocytes die and are removed as well. Bacteria within the phagocytes die at a rate of a/cell/h. Bacteria,
phagocytes, excess resources, and antibiotics are removed from the site of the infection at a rate of w/unit volume/h.

Trends in Microbiology, Month Year, Vol. xx, No. yy 3
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Box 2. The Model
Variable and parameter definitions, parameter values used for the simulations, and equations for the model of the joint
action of antibiotics and phagocytic for the treatment of acute infections depicted and described in Figure 1.

Variable Definition

N Free antibiotic-sensitive bacteria, cells/ml

NR Free antibiotic-resistant bacteria, cells/ml

NE Free persisters, cells/ml

P Free phagocytes/ml

PN Phagocytes with one or more bacteria/ml

NTP Bacteria within phagocytes, per cell

A Concentration, antibiotic, mg/ml

R Concentration, limiting resource, mg/ml

NT Total density of free bacteria [461_TD$DIFF]/ml

Parameters Definition Values used for the simulations

CMAX Maximum growth rate/cell/h 1.2

[462_TD$DIFF]k Monod constant[463_TD$DIFF], mg 1

e Resource conversion efficiency, mg 5 " 10!7
[460_TD$DIFF]

h Phagocyte input parameter/h 0.5

g Phagocyte engulfment parameter 10!5, 5 " 10!6, 10!7

CMIN Minimum growth rate (antibiotic-mediated)/h !5, !1.0, !0.1

k Hill coefficients 3.5, 1

PMAX Phagocytes in reservoir[504_TD$DIFF]/ml 105[464_TD$DIFF]

C Reservoir resource concentration, mg/ml 1000

[505_TD$DIFF]AMAX Maximum dose of the antibiotic, mg/ml 0.1 to 5

D Dosing interval, hours 12 or 18

g Persister transition rate N ! NE/cell/h 0 or 10!6

h Persister transition rate NE ! N/cell/h 0 or 10!6

a Rate of kill of bacteria with phagocytes/h 0.5

dp Rate of loss phagocytes cell/h 0.1

da Rate of decay of the antibiotic/h 0.1

Equations

dR
dt

¼ wðC! RÞ ! e
R

ðRþ kÞ

! "#
NcðAÞ þ NRcMAX

$

dA
dt

¼ !dAA!wA

dN
dt
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dt
¼ cMAXNR ! gNRðPþ PNÞ !wNR

dP
dt

¼ hðPMAX ! PÞ ! gðNþ NEÞP! PðdP þwÞ
dPN

dx
¼ gðNþ NE þ NRÞP! PNðdP þ wÞ

dNTTP

dt
¼ gðNþ NE þ NRÞðPþ PNÞ ! NTPðaþwÞ

where

cðAÞ ¼ cMAX ! cMAX ! cMINð Þ
A

MIC

% &k

A
MIC

% &k ! cMIN
cMAX

h i

2

4

3

5

[467_TD$DIFF]We are assuming that neither the persisters, NE, nor the bacteria within phagocytes, NTP, consume resources.
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presented in Box 2. For our numerical solutions of these equations, computer simulations, we
use BerkeleyMadonnaTM. Copies of these programs and instructions for their use can be found
on www.eclf.net.

Wonder Drugs Are Not So Wondrous on Their Own
Antibiotics vary profoundly in the rates at which they kill bacteria. This can be seen [479_TD$DIFF]below in the
figure in the Mendeley site in the Resource section preceding the references, where we
consider the rates at which Staphylococcus aureus is killed with 10" the MIC of [480_TD$DIFF]nine antibiotics
with different PD properties. Drugs like gentamicin kill at a high rate, others, like vancomycin, at
a relatively low rate, and still others, like linezolid, inhibit replication but [481_TD$DIFF]have minimal cidal effect
on S. aureus at all, and would be considered bacteriostatic. On first consideration, it would
seem that antibiotics that rapidly kill the target bacteria would be more effective for treating
infections than those that kill them slowly or just prevent their replication. There is indeed a bias
prioritizing bactericidal drugs by clinicians and pharmaceutical companies, which is reflected in
the guidelines for antibiotic use [49]. [482_TD$DIFF]However, as measured by clinical efficacy of the treatment
of Gram-positive infections, there is no distinction between antibiotics that are designated
bactericidal and those designated bacteriostatic based on their in vitro PD properties [483_TD$DIFF]. As
Pankey and Sabath state ‘the presumptive superiority of in vitro bactericidal over bacteriostatic
action in the treatment of Gram-positive infections is intuitive rather than based on rigorous
scientific research’ [484_TD$DIFF][50]. This interpretation is also supported by a meta-analysis of the relative
efficacy of antibiotics deemed bactericidal and bacteriostatic for the treatment of immuno-
competent patients with ‘serious bacterial’ infections (endocarditis and meningitis were not
introduced in this study) [51]; antibiotics with very different PD properties, bacteriostatic and
bactericidal, were similarly effective.

If antibiotics were the unique factor responsible for the clearance of infections, and the bacteria
were susceptible to the treating drug, contrary to these observations, the rate of clearance of an
infection would be proportional to the rate at which these drugs kill the bacteria. Figure 2A
illustrates the Hill function PD relationship between antibiotic concentration and rate of growth/
death of bacteria for three hypothetical antibiotics: a strongly bactericidal drug, denoted S, a
weakly bactericidal drug W, and a bacteriostatic antibiotic, B. Under conditions where, in the
absence of any drugs, the bacterial population would maintain a constant density, 109 cells/ml,
we illustrate what occurs with simulations of themodel when antibiotics are the solemechanism
responsible for the eradication of the bacteria (Figure 2B–D). The highly bactericidal antibiotic,
S, clears the infection more rapidly than the weakly bactericidal drug, W, and far more rapidly
than the bacteriostatic agent, B (Figure 2B). The dynamics of treatment are different if we allow
for phenotypic resistance, the phenomenon of persistence [52–55]. This can be seen in
Figure 2C where susceptible bacteria enter the phenotypically resistant state and return to
the susceptible state, N $ NE, at a rate of 10!6/cell/h. Even the most bactericidal antibiotic is
unable to clear the infection in the 10 days of simulated treatment (Figure 2C).

Inherited antibiotic resistance is another reason that antibiotics alone will not be able to clear an
infection. Even when the population of bacteria responsible for the infection is fully susceptible
to the treating antibiotic, by mutation or acquisition by horizontal transfer of genetic elements
with resistance genes, minority populations of bacteria genetically resistant to the treating drug
may well be present or generated during the course of therapy. If that were the case, our model
predicts that, within short order, these resistant cells will ascend to dominance during therapy
and continue to be maintained at a density that is limited only by the availability of resources
(Figure 2D).While the rate of decline in densities of the susceptible bacteria is proportional to the
rate of killing by the drug, the rate at which the resistant subpopulation ascends is almost
independent of the rate of killing by the antibiotics.

Trends in Microbiology, Month Year, Vol. xx, No. yy 5
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The Virtue of Collaboration: Phagocytes and Antibiotics
If phagocytic leucocytes enter the site of infection and phagocytose free bacteria at a sufficiently
high rate (d = 10!5), within short order the planktonic population of bacteria will be cleared
(Figure 3A), but viable bacteria will continue to persist within the phagocytes. How long they
persist in this state would depend on the rate at which they are killed within the phagocytes.
With a somewhat lower rate constant of phagocytosis, d = 5 " 10!6, viable planktonic and
phagocytosed bacteria will continue to be maintained, but the total density of bacteria is
approximately four orders of magnitude less than that in the absence of phagocytosis.

Figure 2. Simulation Results: Pharmacodynamics of Antibiotics and Bacteria and the Population Dynamics of Treatment When These Drugs Are
the Sole Mechanism for Controlling the Proliferation of the Bacteria. (A) Hill function pharmacodynamics for a strongly bactericidal, S, a weakly bactericidal, W,
and a ‘bacteriostatic’ antibiotic, B, all of which have a minimum inhibitory concentration (MIC) of 1 mg/ml. The maximum bacterial growth rate, cMAX, is a property of the
bacteria, culture conditions, and media. For Staphylococcus aureus Newman, growing in MHII at 37 'C, cMAX = 1.2 h!1 [97], which is the value we use in the above
simulations. For the strongly bactericidal antibiotic, S, cMIN = !5.0 h!1 and k = 3.5. For the weakly bactericidal antibiotic, W, cMIN = !1.0 h!1 and k = 1.0. For the
bacteriostatic antibiotic, B, cMIN = !0.1 h!1 and k = 3.5. To simulate antibiotic treatment, starting after the first 12 h, a maximum dose, AMAX = 5 mg/ml, is introduced
every D = 12 h. The antibiotic decays at a rate of da = 0.1/h and is washed out of the site of the infection at a rate of w = 0.01/h. The oscillating black lines in B, C, and D
are the changes in the concentration of the antibiotic during the course of treatment. (B) Change in the viable cell density of bacteria in the absence of phenotypic or
inherited resistance. (C) Change in the viable cell density of bacteria with phenotypic but no inherited resistance. (D) Changes in the viable cell density of bacteria with an
initial minority population of genetically resistant cells.

6 Trends in Microbiology, Month Year, Vol. xx, No. yy
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When antibiotics are administered, in Figure 3C, with the phagocytosis parameters in
Figure 3B, the free bacteria are rapidly cleared and the viable bacteria present remain in
the phagocytes. In this simulation, the rate of persistence is the same as that in Figure 2C and
there is a minority population of genetically resistant cells, as in Figure 2D. These resistant
bacteria do not ascend to dominance. While there are perceptible differences in the rate at
which the highly bactericidal, weakly bactericidal, and bacteriostatic antibiotics clear the
infection, the differences are negligible. In Figure 3D, we consider the contribution of the dose
and frequency of administration of the weakly bactericidal antibiotic, W. The rate of clearance of
the free bacteria with the aggressive treatment regimen – maximum dose 10 mg/ml (10X MIC)

Figure 3. Simulation Results: The Population Dynamics of the Control of a Bacterial Population by Phagocytic Leucocytes Alone, and in
Combination with Antibiotics. (A,B) Changes in the densities of viable bacteria and phagocytes in the absence of antibiotics. Blue, total free bacteria, NT; purple,
free phagocytes, P; black, bacteria within phagocytes, NTP. Save for the rate constant of phagocytosis, the phagocytosis parameters are identical in all of these
simulation, h = 0.5, PMAX = 105, g = 0.5, a = 0.1. (A) Phagocytosis rate constant, d = 10!5. (B) Phagocytosis rate constant d = 5 " 10!6. (C,D) Changes in the viable cell
density of bacteria and phagocytes with the joint action of phagocytes and antibiotics, d = 5 " 10!6. (C) Treatment with antibiotics of the three different class, changes in
density of free bacteria with: red, highly bactericidal agent, S; green, weakly bactericidal, W; blue, bacteriostatic, B; purple, free phagocytes, P; black, density of viable
bacteria within phagocytes, NPT. Persistent bacteria, NE, are generated at the same rate as in Figure 2C, and there is a minority population of bacteria genetically
resistant to the antibiotic, NR, orange, as in 2D. (D) Two regimens of treatment with a weakly bactericidal antibiotic, W. Oscillating light black line: treatment every
D = 16 h, maximum dose 2 mg/ml. Oscillating red line: treatment every 12 h, maximum dose 10 mg/ml. Thick red and black lines: corresponding changes in the
densities of free bacteria and bacteria within phagocytes. Thick orange line: change in the density of genetically resistant bacteria. Purple line: change in the density of
free phagocytes.

Trends in Microbiology, Month Year, Vol. xx, No. yy 7
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administered every 12 h – is greater thanwhen the dose is 2 mg/ml (2"MIC) administered every
16 h. The difference is, however, small.

When the efficacy of phagocytosis is lower, d = 1 " 10!6
[485_TD$DIFF], in the absence of antibiotic treat-

ment, the density of free bacteria is about an order of magnitude less than that which obtains in
the absence of treatment (Figure 4A). The antibiotics are able to clear the infection, but the rate
of clearance is now more dependent on the PD of the drug. The highly bactericidal antibiotic
clears infection at a greater rate than the weakly bactericidal drug, which, in turn, is more

Figure 4. Simulation Results: The Population Dynamics of the Treatment of a Bacterial Population by Phagocytic Leucocytes Alone, and in
Combination with Antibiotics. Changes in the densities of viable bacteria and phagocytes with an intermediate rate of phagocytosis d = 10!6. (A) No antibiotics.
Blue, total free bacteria, NT; purple, free phagocytes, P; black, bacteria within phagocytes, NTP. (B) Treatment with different antibiotics. Red, highly bactericidal; green,
weakly bactericidal; blue, bacteriostatic. The wide lines are the respective densities of free bacteria, and the thin colored lines are the densities of viable bacteria within
phagocytes. (C) The effect of different doses of a weakly bactericidal antibiotic on the rate of clearance. Thin lines represent antibiotic concentrations (ranging from 2X to
50X MIC), thick lines corresponding to the densities of free bacteria. (D) Treatment with a weakly bactericidal antibiotic and the ascent of a genetically resistant
subpopulation. Purple, free phagocytes, P; black, bacteria within phagocytes; orange, resistant subpopulation, NR.

8 Trends in Microbiology, Month Year, Vol. xx, No. yy
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effective than the bacteriostatic antibiotic (Figure 4B). With this intermediate level of phagocy-
tosis, the rate of clearance is now more dependent on the maximum concentration of the drug
administered, although, save for the lowest dose, 2"MIC, there is little difference in the rate of
clearance with higher concentrations of the antibiotic (Figure 4C). Unlike the situation with the
higher rate of phagocytosis (Figure 3D), the minority population of genetically resistant cells
ascends and dominates the population (Figure 4D).

Phagocytosis with a lower rate constant, d = 10!7, still reduces the viable density of free
bacteria by nearly an order of magnitude relative to that of a population limited solely by
resources (Figure 5A). However, with persistence, the course of the infection is more similar to
that which obtains in the absence of phagocytosis (compare Figure 5B with Figure 2C). The
more bactericidal antibiotic reduces the density of free bacteria at a higher rate than the
bacteriostatic antibiotic. Also, although the density of the free bacteria is reduced to a lower
level than what occurs in the absence of phagocytosis (Figure 5B), many bacteria are located
within the phagocytes, and the infection is not cleared in the 10 days of simulated treatment
irrespective of the type of antibiotic used for treatment.

Figure 5. Simulation Results: The Population Dynamics of the Treatment of a Bacterial Population by
Phagocytic Leucocytes Alone, and in Combination with Antibiotics. Changes in the densities of viable bacteria
and phagocytes with a low rate of phagocytosis, d = 10!7. (A) Phagocytosis alone. Blue, free bacteria, NT; black, bacteria
within phagocytes, NTP; purple, free phagocytes, P. (B,C) Treatment with the different classes of antibiotics. Red, highly
bactericidal; green, weakly bactericidal; blue, bacteriostatic. (B) Changes in the viable density of free bacteria. (C) Changes
in the viable density of bacteria with phagocytes.

Trends in Microbiology, Month Year, Vol. xx, No. yy 9
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In Vitro Pharmacodynamics and the Rate of Clearance of Infections
What do the models used here tell us about the utility of in vitro studies on the PD of antibiotics
and bacteria and experiments with neutropenic mice for the design of regimens for the
treatment of acute self-limiting infections in immune-competent patients? First, they illustrate
the insufficiency of PK/PD indices as predictors of the efficacy of antibiotic treatment regimens
when the MIC is the unique PD parameter. Note that the strongly and weakly bactericidal and
bacteriostatic (S, W, and B) antibiotics used in the simulations have the same PK/MIC indices;
however, the rate of clearance of the infection can differ between them depending on the
interaction between the PD of the antibiotics and the efficacy of phagocytosis (for additional
considerations of the limitations of MICs see [56–58]). For instance, as the rate, and thereby the
contribution, of phagocytosis declines, the rate of clearance of the infection become increas-
ingly dependent on the PD of the antibiotic, such that the more bactericidal a drug is, the more
rapidly the infection will be cleared.

The results of these simulations also provide an explanation for the observation that antibiotics
with very different in vitro PD properties, like those designated bactericidal and bacteriostatic,
can be similarly effective for treating uncompromised patients even with ‘serious bacterial
infections’ [51]. If we consider the time before the clearance of free bacteria, N

[486_TD$DIFF]T, as ameasure of
the efficacy of treatment, this model suggests that if the rate of phagocytosis is great enough,
the course of therapy would be relatively insensitive to the PD [487_TD$DIFF]-based antibiotic categories, and
bacteriostatic antibiotics can be as effective as bactericidal ones (Figure 3C).

Resisting Resistance
There is no question that, if the dominant population of the target bacteria is genetically
resistant to the treating antibiotic, primary treatment will be ineffective – be the infection acute
or chronic [59–63]. There is also no doubt that, for chronic infections – like tuberculosis, or
those caused by Pseudomonas in cystic fibrosis patients – resistance evolving during the
course of therapy, acquired resistance, can thwart effective therapy [64]. This is also the case
for patients under treatment for endocarditis or metastatic infections, like those with Staph-
ylococcus [65,66].

As suggested by this model, if the rate of phagocytosis is low, if minority populations of bacteria
resistant to the treating drug are present or generated during the course of therapy, they will
ascend to dominance (Figures 2 [488_TD$DIFF]D and 4 D). Consistent with this prediction is the rapid
evolution of mutational antibiotic resistance in neutropenic patients [67–71] or patients with
inherited disorders of the phagocytic system [72,73]. If, however, the rate of phagocytosis is
great enough, the model predicts that, even if they exist before the onset of therapy, resistant
minority populations will not ascend to dominance during the course of treatment.

Implications for Treatment: Sometimes Less Can Be Better
In recent years, the orthodox ‘hit them hard’, high-dose approach to antimicrobial chemother-
apy that has prevailed for more than a century [74] has been challenged by Troy Day, Andrew
Read, and their colleagues [28,75–78]. The basis of their proposition about the failings of these
‘orthodox’ treatment protocols are mathematical models and experiments with a mouse
malaria model. In their models and interpretations of their data, treatment failure can be
attributed to the ascent of resistance during the course of therapy. By reducing the direct
or apparent [28,78,79] competition with dominant populations of susceptible cells, these drugs
promote the ascent of minority populations of resistant cells at a rate that increases with the
dose of the selecting antibiotic.

We believe that Paul Ehrlich’s ‘hit them hard’, high-dose chemotherapy mandate remains
appropriate for life-threatening infections in immune-impaired hosts, where toxicity,

10 Trends in Microbiology, Month Year, Vol. xx, No. yy
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disturbances of the microbiota, and the risks of acquired resistance are secondary to the
benefits of rapid clearance of the infecting microbe [80,81] (also see [82]). For acute, normally
self-limiting infections in immune-competent hosts, the results of this study support the
proposition that there are conditions where low-dosage chemotherapy can be as effective
as higher doses, albeit for reasons different from those proposed by Read, Day, and col-
leagues. In accord with our heuristic model, if the rate of phagocytosis is great enough, low
doses of antibiotics can be as effective as greater doses, whether there is a resistant minority
population or not.

There is indeed evidence that low doses of antibiotics can be as effective as higher doses (e.
g., [83,84]). [489_TD$DIFF]There is indeed evidence that low doses of antibiotics can be as effective as
higher doses (e.g., [83,84]), via mechanisms such as reductions in the virulence of the target
bacteria [85], or [490_TD$DIFF]by antibiotics augmenting the efficacy of phagocytosis [86,87]. Our own
observations and models [491_TD$DIFF]complement these views, supporting the potential advantage of
lower dosages.

To be sure, theory and evidence suggest that low doses of antibiotics will select for resistance
[88–91]. We are, however, unaware of studies demonstrating this selection for resistance with
low doses of antibiotics in situations where phagocytic leucocytes play the dominant role in
clearing the infection, as considered in our models. Consistent with this view, selection for
resistance occurs more frequently in bacteria colonizing mucosal surfaces than in those
involved in invasive infections, probably confronting a stronger phagocytic response. Finally,
in modest support for the clinical predictions of this model are the observations for some
infections, like yaws and uncomplicated urinary-tract infections, that therapeutic success can
be achieved with short-course dosages, including single-day antibiotic therapy [92–95].

Concluding Remarks and Implications for Research
We have focused on the treatment of acute, normally self-limiting infections in immune-
competent hosts because this is by far the most common use of antibiotics in the developed
world. It is [492_TD$DIFF]possible that this use of antibiotics as life-style-preserving rather than life-saving
drugs is the dominant source of selection for resistant bacteria in the community, and from
there into hospitals. In addition to direct selection for resistance in the target bacteria, there is
collateral selection for resistance in the commensal microbiota, with the potential for these
resistant populations to become opportunistic pathogens [96].

Models Are More Useful When They Do [493_TD$DIFF]Not Fit the Data than When They Do
Although, general, mechanistic and, we believe, realistic, the model used here is heuristic. Its
role is to illustrate principles, generate a hypothesis, and guide and facilitate the interpretation of
empirical studies, not to provide numerically precise analogs of the dynamics of the joint action
of phagocytic leucocytes, antibiotics, and bacteria in specific situations (e.g., [29]). Arguably,
not to us, simple heuristic models of the sort considered here are most useful when they fail in a
qualitative way to account for the results of experiments. That way they demonstrate that one or
more of the biological assumptions made in the construction of the models are in error. By
modifying the models to improve their predictive ability, one can develop and refine a hypothe-
sis about the processes responsible for deviation from fit, and potentially elucidate the
mechanisms responsible for the phenomena under consideration.

Although the PD and PK parameters used in our simulations are in realistic ranges for antibiotics
and bacteria such as S. aureus and Escherichi coli [46,97,98], the phagocytosis parameters are
chosen to generate dynamics that mimic that of a self-limited infection, and thus ensure
bacterial clearance over a clinically realistic term. More precise data and estimates of the
different parameters of this model can be obtained in vitro by following the changes in the

Outstanding Questions
What are the relative contributions of
the patient’s innate and adaptive anti-
bacterial defenses and antibiotics to
the rates at which these infections
are cleared?

How well do antibiotic-dosing regi-
mens based on the pharmacokinetics
of these drugs in serum, in vitro esti-
mates of MICs, and neutropenic ani-
mal model experiments predict the
rates at which these infections are
cleared?

What is the effect of phenotypic and
inherited resistance emerging during
the course of therapy on the rates at
which these infections are cleared?
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densities of viable free and engulfed bacteria in different types of leucocyte phagocytes, with
and without antibiotics [99–102]. It should be noted, however, that, in our model, we are not
considering the synergistic effects of antibiotics promoting phagocytosis and promoting
bacterial killing [87]. The functional synergy between phagocytosis and antibiotics is able to
produce a complete eradication of the bacterial population from the infection site, a desired
goal in antibiotic chemotherapy [103].

We also see the simple heuristic model of the type used here as a first step in developing a
comprehensive theory of the joint action of antibiotics and the innate immune system in clearing
bacterial infection [494_TD$DIFF](see Outstanding Questions). A more comprehensive model should include
the effects of vaccination in enhancing phagocytosis efficiency (opsonophagocytosis)
[104–108] [495_TD$DIFF]. Of particular interest in expanding these models is to develop the theory needed
to guide and evaluate programs for the use of antibiotics in vaccinated or nonvaccinated
populations.

Hypotheses Are for Testing, Not Championing, and Certainly Not Implementing
Most importantly, the hypotheses derived from the analysis of the properties of these models
can be tested (and rejected) with experimental infections in laboratory animals, in particular
knockout mice with different inherited defects in the efficacy and densities of phagocytic
leucocytes [109,110], and/or by chemically inhibiting or stimulating the production of gran-
ulocytes [111]. The idea would be to establish infections in thesemice and follow the changes in
the densities of bacteria at the site of the infection and in blood with different rates/efficacy of
phagocytosis and when treated with antibiotics with different PD properties. In accord with the
predictions of these models, at a sufficiently high rate of phagocytosis, antibiotics with different
PD properties will be similarly effective, lower doses of antibiotics will be as effective as higher
doses, phenotypic resistance (persistence) will have little effect on the rate of clearance, and
minority populations of genetically resistant bacteria will not ascend. As the rate of phagocy-
tosis declines, bactericidal drugs will be increasingly more effective than bacteriostatic ones,
higher doses of antibiotics will be more effective than lower doses, persistence will play an
increasingly important role in the course of therapy, and minority populations of resistant
bacteria can ascend and become the dominant population during therapy.
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